Inter-observer variance of examiner scoring in urology Objective Structured Clinical Examinations (OSCEs)
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ABSTRACT

Introduction: The Objective Structured Clinical Examination (OSCE) is an attractive tool of competency assessment in a high-stakes summative exam. An advantage of the OSCE is the ability to assess more realistic context, content, and procedures. Each year, the Queen’s Urology Exam Skills Training (QUEST) is attended by graduating Canadian urology residents to simulate their upcoming board exams. The exam consists of a written component and an OSCE. The aim of this study was to determine the inter-observer consistency of scoring between two examiners of an OSCE for a given candidate.

Methods: Thirty-nine participants in 2020 and 37 participants in 2021 completed four stations of OSCEs virtually over the Zoom platform. Each candidate was examined and scored independently by two different faculty urologists in a blinded fashion at each station. The OSCE scoring consisted of a checklist rating scale for each question. An intra-class correlation (ICC) analysis was conducted to determine the inter-rater reliability of the two examiners for each of the four OSCE stations in both the 2020 and 2021 OSCEs.

Results: For the 2020 data, the prostate cancer station scores were most strongly correlated (ICC 0.746, 95% CI 0.556–0.862, p<0.001). This was followed by the general urology station (ICC 0.688, 95% CI 0.464–0.829, p<0.001, the urinary incontinence station (ICC 0.638, 95% CI 0.403–0.794, p<0.001), and finally the nephrolithiasis station (ICC 0.472, 95% CI 0.183–0.686,
p<0.001). For the 2021 data, the renal cancer station had the highest ICC at 0.866 (95% CI 0.754–0.930, p<0.001). This was followed by the nephrolithiasis station (ICC 0.817, 95% CI 0.673–0.901, p<0.001), the pediatric station (ICC 0.809, 95% CI 0.660–0.897, p<0.001), and finally the andrology station (ICC 0.804, 95% CI 0.649–0.895, p<0.001). A Pearson correlation coefficient was calculated for all stations, and all show a positive correlation with global exam scores. It is noteworthy that some stations were more predictive of overall performance, but this did not necessarily mean better ICC scores for these stations.

**Conclusions:** Given a specific clinical scenario in an OSCE exam, inter-rater reliability of scoring can be compromised on occasion. Care should be taken when high-stakes decisions about promotion are made based on OSCEs with limited standardization.

**INTRODUCTION**

In 1975, Harden introduced the Objective Structured Clinical Examinations (OSCEs) as a tool of assessment in medical education. (1) Other assessments were suited at assessing knowledge, but no test alone could evaluate the combination of knowledge, skills, and behaviours required for functioning in a medical context. (2) The OSCE plays a complementary role in a “test battery” approach for a fulsome evaluation of performance in a simulated context. (3) OSCEs constitute an integral part of the Royal College certifying exam in Urology.

Among other things, OSCEs are thought to address the need for objectivity in medical assessments by minimizing the effects of a patient's performance, examiner bias, a non-standardised marking scheme and the candidate’s actual performance. (4) The psychometric validity of OSCEs has been widely evaluated, (5) Issues of reliability, however, remain a concern. With a great deal at stakes in certifying exams, in particular, it is imperative to deliver valid and fair OSCEs that measure competence. Several factors have been found to impact the reliability of OSCEs including: the number of stations and testing time (6), the number of examiners per station (7), content specificity effects (8), and the scoring schema whether it be a global rating or a checklist (9).

One particular potential source of error is related to differences in examiner decision making. This is known colloquially as the “hawks and doves” effect. (10) This effect is mitigated by the overall length of the OSCE, randomization of assessors and students to balance out an individual assessor’s judgement. The extent of this variability in high stakes urology OSCEs is not described. Whereas the Royal College performs psychometric testing on all certifying exams, this data is not published; and therefore, unavailable to educators, and OSCE designers. In addition, a direct comparison of assessor ratings based on the same clinical scenario, the same candidate, and at the same time and location has not previously been described to our knowledge.
This study aims to examine the consistency of assessor scoring on urology OSCE stations. Given a specific clinical scenario and candidate, does the examiner make a difference?
METHODS
The Queen’s Urology Exam Skills Training (QUEST) mock examination, has been held annually since 1997 for graduating Urology residents from across Canada. The exam aims to simulate the Royal College of Physicians and Surgeons of Canada (RCPSC) certifying exam with written and OSCE components. Until the pandemic, residents, representing all 12 Canadian urology training programs, travelled from across the country for this in-person event about 3 months prior to the RCPSC exam. The pre-pandemic OSCE consisted of 8 x 15 minutes stations with six out of eight stations being staffed by different examiners guiding the candidates through a clinical scenario, whilst scoring their performance. The other two stations were unstaffed visual recognition stations. Given the pandemic restrictions, the QUEST exam was moved to an online format for the December 2020, and December 2021 iterations. The OSCE component was offered on the ZOOM platform (Zoom Video Conferencing, San Jose, California) with each candidate examined for 1 hour over the same 4 clinical scenarios. This was done for logistical reasons, in order to minimize the risks of technical challenges by a candidate moving from one virtual room to the next. Each clinical scenario was 15 minutes long and scored independently by two examiners. Each examiner conducted two clinical scenarios, but scored all four independently of their peer. Examiners were not allowed to confer about their evaluations during or after each examination. Each examiner administered two stations and sat passively for two. All Four stations were scored in real time by both examiners. The exam was provided to all examiners on the day before the exam for their review. Clarifications were provided on an ad hoc basis. Although all of the examiners were veteran examiners for QUEST having participated for many years, no other specific training was provided on how to score the stations beyond the checklists within the exam. All examiners were Royal College Exam certified urologists with many years of experience examining OSCEs in general, and for the QUEST program, specifically. 50% came from community practices, and 50% from academic practices. The practice subspecialty areas of the 16 examiners were as follows: 8 General urology, 2 Uro-Oncology, 2 transplant, 2 Endourology, 1 Andrology, and 1 Reconstructive.

The OSCE scoring consisted of a checklist rating scale for each question. An intra class correlation (ICC) analysis was conducted to determine the inter-rater reliability of the two examiners for each of the four OSCE stations in both the 2020 and 2021 OSCEs.

RESULTS
39 candidates from 12 different Canadian urology post graduate training programs participated in the 2020 exam. The topics of the 4 stations in the 2020 OSCE were: 1. Nephrolithiasis, 2. Urinary Incontinence, 3. General Urology, and 4. Prostate cancer.

In 2021, 37 candidates again from all 12 Canadian programs participated. The topics for 2021 were: 1. Andrology, 2. Pediatrics, 3. Renal cancer, and 4. Nephrolithiasis/Prostate cancer. 16 examiners participated in each OSCE paired in a group of 2 as outlined above. The pairings were different in 2021 compared to 2020. All stations scores are outlined in percentages. The differences between the scores of the two examiners for each station in every exam cohort are
outlined in Table 1, and Table 2 respectively. The median difference in scoring between 2 examiners assessing the same candidate for the same station ranges from 3% to 6.7%. Intraclass correlation (ICC) values less than 0.5 are indicative of poor correlation, values between 0.5 and 0.75 indicate moderate correlation, values between 0.75 and 0.9 indicate good correlation, and values greater than 0.90 indicate excellent correlation. (5)

The nephrolithiasis station in the 2020 OSCE showed poor correlation between the examiners, whereas all other stations in 2020 (Urinary incontinence, general urology, and prostate cancer) showed moderate correlation. All stations in the 2021 OSCE showed good correlation.

The Pearson Correlation Coefficient, Rho, shows the correlation between the performance on a particular station and the overall exam score including the multiple-choice exam and the OSCE score. Rho values vary between -1 and +1. A positive value indicates a positive correlation and all stations showed positive predictability. However, a few stations showed very strong correlations (Rho > 0.75) including the general urology station in 2020, the renal cancer station in 2021, and the nephrolithiasis/Prostate cancer station in 2021. It is noteworthy that the predictability of a station does not necessarily mean better ICC scores.

DISCUSSION
The Intraclass correlations (ICC) between assessors examining the same candidate on the same station show mostly good correlation, but on occasion can only be moderate or even poor. This emphasizes the importance of constant vigilance when creating OSCEs, especially high stakes ones. Metrics that measure the quality of an OSCE have been outlined, and constant review of stations to make improvements is essential. (5) For instance, one aim of a good OSCE is internal consistency, whereby the better students do well across all stations. This is measured by Cronbach’s alpha. (5) However, even when the ICC shows good correlation, the median differences between assessors can range from 3% to 5%. Whereas this may be an acceptable variance for a formative OSCE, it can be significant for a summative OSCE. This is especially the case if high stakes decisions, such as promotion to the next stage of a competence by design model, are being made on OSCEs with a low number of stations and poor internal consistency.

There has been some heterogeneity in the literature about the influence of different OSCE circuits, and exam sites on candidates’ scores. A pilot study of the Medical Council of Canada (MCC) qualifying exam administered in 2 forms at 4 different sites showed little variance in scores at the different sites. (12) This was confirmed by a study examining the impact of site at the undergraduate level. (13) Conversely, one study asking examiners to rate videos obtained in an OSCE across 2 different sites found inter-examiner agreement at each site but a systemic difference of 6.7% between the two sites. They concluded that this variance may impact pass and fail rates. (14) Another report of an exam of physicians about to enter supervised practice across 21 sites in the USA found that examination site explained between 3.0% and 11.6% of variance. (15) A more recent assessment of the Medical Council of Canada (MCC) data found that site difference explained between 1.5% and 17.1% of score variability. (16) One challenge of all
these studies is that it is difficult to isolate true variance related to students’ abilities versus an undesirable variance and a source of error related to different judgements rendered by different examiners. One advantage to our study is that it controls for students.

To address variability brought on by assessor judgements, three different solutions have been suggested: 1) improved faculty training, 2) increased post-test analyses to look for variability among circuits or sites, and, 3) station level enhancement with measurable psychometric improvements. (17) Some helpful tips to improve and standardize assessor judgement include: providing assessor training, refreshing those who were trained previously, providing assessors with support material, improving assessor briefings prior to the exam, and providing dummy runs before the formal assessment. (5) It is important to note that assessors are active information processors who are faced with the cognitive tasks of gathering, interpreting, integrating, and retrieving information for judgement and decision making. This complex process is influenced by their understanding of effective performance, personal biases, and interactions with the student, among other factors. (18)

One issue is whether this variance between assessors is seen in exams using global ratings scales versus the presently used checklist format. This study does not answer this question, but a previous report suggested that global rating scales may perform better if administered by experts. (9)

One limitation to this study is the novel method of delivering an OSCE virtually during the COVID-19 pandemic. Issues of communication, and hearing the candidate properly can be one factor in virtual OSCEs that are not seen in in-person OSCEs. This mode was new to all assessors, but a previous report suggested a high satisfaction level of this delivery mode by both assessors, and candidates. (19)

CONCLUSIONS

This study demonstrates a potential for variance in assessor evaluation in a urology OSCE. Even, when Intraclass concordance is considered good for a particular OSCE station, a median difference in score of between 3% and 5% can be seen for the same candidate when observed by two different assessors. Care should be taken when high stakes decision about promotion are made based on OSCEs with limited standardization.
REFERENCES


### Table 1. Variability in assessor evaluation in the 2020 OSCE

<table>
<thead>
<tr>
<th></th>
<th>Nephrolithiasis</th>
<th>Incontinence</th>
<th>General urology</th>
<th>Prostate cancer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (%)</td>
<td>7.7</td>
<td>5.9</td>
<td>7.2</td>
<td>5.5</td>
</tr>
<tr>
<td>Median (%)</td>
<td>6.7</td>
<td>4.7</td>
<td>6.3</td>
<td>4.4</td>
</tr>
<tr>
<td>SD (%)</td>
<td>5.2</td>
<td>4.6</td>
<td>5</td>
<td>5.3</td>
</tr>
<tr>
<td>ICC</td>
<td>0.472</td>
<td>0.638</td>
<td>0.688</td>
<td>0.746</td>
</tr>
<tr>
<td>ICC (95% CI)</td>
<td>0.183-0.686</td>
<td>0.403-0.794</td>
<td>0.464-0.829</td>
<td>0.556-0.862</td>
</tr>
<tr>
<td>Rho</td>
<td>0.665</td>
<td>0.488</td>
<td>0.775</td>
<td>0.471</td>
</tr>
</tbody>
</table>

Mean, median, and standard deviation (SD) differences between the scores of 2 assessors for the same candidate. ICC: intra-class correlation, confidence interval is provided to p<0.001. OSCE: Objective Structured Clinical Examination; Rho: Pearson correlation coefficient.

### Table 2. Variability in assessor scoring in the 2021 OSCE

<table>
<thead>
<tr>
<th></th>
<th>Andrology</th>
<th>Pediatrics</th>
<th>Renal cancer</th>
<th>Nephrolithiasis and prostate cancer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (%)</td>
<td>5.2</td>
<td>6</td>
<td>5.4</td>
<td>5.2</td>
</tr>
<tr>
<td>Median (%)</td>
<td>4.5</td>
<td>5</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>SD (%)</td>
<td>4.5</td>
<td>5.4</td>
<td>5.1</td>
<td>5.3</td>
</tr>
<tr>
<td>ICC</td>
<td>0.804</td>
<td>0.809</td>
<td>0.866</td>
<td>0.817</td>
</tr>
<tr>
<td>ICC (95% CI)</td>
<td>0.649-0.895</td>
<td>0.660-0.897</td>
<td>0.754-0.930</td>
<td>0.673-0.901</td>
</tr>
<tr>
<td>Rho</td>
<td>0.422</td>
<td>0.527</td>
<td>0.827</td>
<td>0.915</td>
</tr>
</tbody>
</table>

Mean, median, and standard deviation (SD) differences between the scores of 2 assessors for the same candidate. ICC: intra-class correlation, confidence interval is provided to p<0.001. OSCE: Objective Structured Clinical Examination; Rho: Pearson correlation coefficient.