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Abstract

Introduction: We aimed to develop an explainable machine learning 
(ML) model to predict side-specific extraprostatic extension (ssEPE) 
to identify patients who can safely undergo nerve-sparing radical 
prostatectomy using preoperative clinicopathological variables.
Methods: A retrospective sample of clinicopathological data from 
900 prostatic lobes at our institution was used as the training cohort. 
Primary outcome was the presence of ssEPE. The baseline model 
for comparison had the highest performance out of current biopsy-
derived predictive models for ssEPE. A separate logistic regression 
(LR) model was built using the same variables as the ML model. 
All models were externally validated using a testing cohort of 122 
lobes from another institution. Models were assessed by area under 
receiver-operating-characteristic curve (AUROC), precision-recall 
curve (AUPRC), calibration, and decision curve analysis. Model 
predictions were explained using SHapley Additive exPlanations. 
This tool was deployed as a publicly available web application.
Results: Incidence of ssEPE in the training and testing cohorts were 
30.7 and 41.8%, respectively. The ML model achieved AUROC 
0.81 (LR 0.78, baseline 0.74) and AUPRC 0.69 (LR 0.64, baseline 
0.59) on the training cohort. On the testing cohort, the ML model 
achieved AUROC 0.81 (LR 0.76, baseline 0.75) and AUPRC 0.78 
(LR 0.75, baseline 0.70). The ML model was explainable, well-
calibrated, and achieved the highest net benefit for clinically rel-
evant cutoffs of 10–30%.
Conclusions: We developed a user-friendly application that enables 
physicians without prior ML experience to assess ssEPE risk and 
understand factors driving these predictions to aid surgical plan-
ning and patient counselling (https://share.streamlit.io/jcckwong/
ssepe/main/ssEPE_V2.py).

Introduction

Accurate identification of side-specific extraprostatic exten-
sion (ssEPE) in pre-prostatectomy patients is essential to 
ensure a balance between optimal oncological and func-
tional outcomes. Ipsilateral nerve-sparing during radical 
prostatectomy (RP) is associated with a lower risk of pos-
toperative urinary incontinence and erectile dysfunction.1 
However, nerve-sparing should be considered with caution 
in patients with an increased risk of ssEPE due to the poten-
tial for positive surgical margins.2 Given the clinical signifi-
cance of correctly identifying patients with ssEPE, several 
predictive models have been developed using preoperative 
variables such as prostate-specific antigen (PSA), clinical 
stage, side-specific worst Gleason score, percent positive 
biopsy cores, and tumor involvement.3

Additional variables, such as percentage of high-grade 
disease, perineural invasion, and site-specific findings, are 
readily available from biopsy reports but underused.4 With 
the emergence of artificial intelligence in healthcare, we 
hypothesized that use of machine learning (ML) methods to 
incorporate the complete clinicopathological profile may 
provide robust and personalized ssEPE predictions. This 
is especially important in resource-limited environments 
without access to routine preoperative magnetic resonance 
imaging (MRI) to potentially improve ssEPE detection.5 We 
postulated whether more predictive power can be gained 
using what is already available.

Furthermore, although ML models have historically been 
limited due to poor explainability, several approaches have 
recently been developed under the umbrella of “explainable 
artificial intelligence” (XAI).6 These explainable models not 
only determine the probability of the outcome, but also high-
light the variables that drive these predictions. This helps build 
trust in the model by ensuring predictions and explanations 
are aligned with clinical intuition.7 XAI has successfully been 
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implemented to better understand hypoxemia risk during 
anesthesia.8 To this end, we set out to apply XAI to improve 
the diagnostic accuracy and our understanding of ssEPE.

Methods

This study was conducted in accordance with the 
Standardized Reporting of Machine Learning Applications 
in Urology (STREAM-URO) framework.9 Herein, features 
and labels will be used instead of input variables and out-
comes, respectively, in accordance with ML terminology. 
This is a supervised, binary classification problem, in which 
both features and corresponding labels are known and the 
ML model is trained to predict the label using available 
features.

Sample size calculation

Using a significance level of 0.05, we determined that 561 
cases (i.e., prostatic lobes) were sufficient to provide 80% 
power to detect a 10% difference in area under the receiver-
operating-characteristic curve (AUROC) between our ML 
model and the reference standard10 based on a 30% inci-
dence of ssEPE reported in the literature.3

Data sources

A retrospective cohort of 507 patients (1014 cases) who 
underwent RP at Credit Valley Hospital, Ontario, from 
2010–2020 was used as the training cohort. An external 
cohort of 99 patients (198 cases) who underwent RP at 
Mississauga Hospital, Ontario, from 2016–2020 was used 
as the testing cohort.

Eligibility criteria

Patients were included regardless of type of RP (open or 
robotic-assisted). All patients underwent transrectal ultra-
sound (TRUS)-guided prostate biopsy performed by radiolo-
gists. Biopsy cores were taken from each of four standard-
ized sites (base, mid, apex, transition zone). All pathological 
specimens were reviewed by an expert uropathologist.

Patients were excluded if they previously received radio-
therapy or androgen deprivation therapy. Patients with mis-
sing data were excluded to avoid the use of synthetic data 
in the ML model.

Feature and label data collection

Clinical data and all findings available on prostate biopsy 
reports were collected to investigate whether additional 
global or site-specific features could improve ssEPE pre-
diction (25 candidate features). Gleason grade group was 

determined based on the grading system by Epstein et al.11 
Data were manually extracted from the electronic medical 
record using a standardized form to ensure consistency. 
Discrepancies in data extraction were resolved by consensus 
and a focused second review of the dataset was performed 
to ensure accuracy and consistency of the data.

The label of interest was the presence of ssEPE in the 
prostatectomy specimen, defined as tumor that has extended 
beyond the prostatic capsule in the ipsilateral lobe. A data 
dictionary describing each feature and label is provided in 
Supplementary Table 1 (available at cuaj.ca). Additional 
data preparation steps are outlined in Supplementary Figure 
1(available at cuaj.ca).

Model selection and training

As explainability of the ML model is clinically important, 
we selected a tree-based model (XGBoost version 1.3.3)12 
for model training, as it is less prone to overfitting and is 
optimized for SHapley Additive exPlanations (SHAP),13 
described in Model explanations (below). This is an ensem-
ble ML model that sequentially builds up decision trees such 
that each subsequent tree minimizes the predictive errors 
of prior trees. Stratified tenfold cross-validation was used 
for model training and hyperparameter tuning using mean 
AUROC as the scoring metric. Additional details regarding 
hyperparameter tuning and stratified tenfold cross-validation 
are provided in Supplementary Table 2 (available at cuaj.ca).

Reference standard

The model by Sayyid et al was selected as the reference 
standard, herein referred to as the baseline model.3 It is a 
multivariable logistic regression model based on age, PSA, 
prostate volume, palpable nodule on digital rectal exam 
(DRE), hypoechoic nodule on TRUS, side-specific percent 
positive cores, maximum core involvement, and worst 
Gleason grade group. This model has the highest perform-
ance out of current biopsy-derived predictive models for 
ssEPE that have been externally validated (AUROC=0.74).

A separate multivariable logistic regression (LR) model, 
herein referred to as the LR model, was built using the same 
features included in the ML model to measure the effect of 
model selection on performance.

Model evaluation

Discrimination was assessed by AUROC and area under the 
precision-recall curve (AUPRC). AUPRC compares sensitiv-
ity (recall) and positive predictive values (precision) across 
various decision thresholds and is more informative than 
AUROC when evaluating classification performance of 
imbalanced datasets, such as in this case, where there are 
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more negative than positive ssEPE cases. Calibration curves 
were used to evaluate the accuracy of model risk estimates.

Clinical utility

Clinical utility was determined by decision curve analysis, 
in which the net benefit is plotted against various decision 
thresholds for three different treatment strategies: treat all, 
treat none, and treat only those predicted to have ssEPE by 
the models.14 Net benefit of each model was used to cal-
culate the gain in appropriate ipsilateral nerve-sparing per 
100 cases compared to a “treat all” strategy.

Model explanations

SHAP provides a unified framework to understanding indi-
vidual model predictions by fitting a unique linear model 
to our ML model and calculating corresponding feature 
weights. The final probability of ssEPE is the sum of these 
values.13 Several implementations of SHAP (version 0.39.0) 
were applied to provide insight into the “black box” ML 
model. Feature importance rankings were used to identify 
features with the greatest overall impact on model predic-
tions. Partial dependence plots were used to visualize how 
a given feature can impact the probability of ssEPE across 
all values (i.e., how does % Gleason pattern 4/5, from 0 to 
100%, positively or negatively impact probability of ssEPE?).

Results

Cohort characteristics

After removing cases with missing data, the final training and 
testing cohorts comprised of 900 and 122 cases, respect-
ively (Figure 1). The clinicopathological characteristics of the 
study population are summarized in Table 1, with some dif-
ferences observed between the two cohorts. The incidences 
of ssEPE in the training and testing cohorts were 30.7 and 
41.8%, respectively. Median time from biopsy to surgery was 
3.2 months (interquartile range [IQR] 2.3–4.4). A compari-
son of the baseline characteristics between this study cohort 
and that of Sayyid et al is provided in Supplementary Table 
3 (available at cuaj.ca).

Model specification

From the initial panel of 25 features, 13 features were select-
ed using Boruta feature selection (Supplementary Figure 1A; 
available at cuaj.ca). Two features were removed due to high 
collinearity (Supplementary Figure 1B; available at cuaj.ca). 
The final ML model was trained on 11 features, including 
age, PSA, worst Gleason grade group, % Gleason pattern 
4/5, perineural invasion, % positive cores, maximum % core 
involvement, base findings, base % core involvement, mid 
% core involvement, and transition zone % core involve-

Figure 1. Patient inclusion flowchart. DRE: digital rectal exam; EPE: extraprostatic extension; PSA: prostate-specific antigen.
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ment. Additional model and hyperparameter specifications 
are listed in Supplementary Table 2 (available at cuaj.ca).

Model evaluation

The performance metrics of all models are summarized in 
Table 2. The baseline model performed comparably to its 

Table 1. Clinicopathological characteristics of the study 
population

Training 
cohort

Testing 
cohort

p

No. of lobes 900 122

Age, median (IQR) 62 (57–66) 62 (57–65) 0.41

PSA (ng/mL), median (IQR) 7.06 (5.50–
9.30)

8.20 (6.00–
12.20)

<0.01

% Gleason pattern 4/5, median 
(IQR)

10.0  
(5.0–55.0)

32.5  
(10.0–70.0)

<0.01

Perineural invasion, n (%) 400 (44.4) 62 (50.8) 0.18

Prostate volume (mL), median 
(IQR)

34 (25–44) 35 (27–42) 0.77

Palpable nodule on DRE, n (%) 192 (21.3) 27 (22.1) 0.84

Hypoechoic nodule on TRUS, 
n (%)

106 (11.8) 13 (10.7) 0.72

% site involvement, median 
(IQR)

50 (25–75) 50 (25–75) 0.04

% positive cores, median (IQR) 33.3  
(14.3–66.7)

42.9  
(16.7–83.3)

0.01

Worst Gleason grade group, 
n (%)

Normal
HGPIN
ASAP
Grade group 1
Grade group 2
Grade group 3
Grade group 4
Grade group 5

155 (17.2)
26 (2.9)
17 (1.9)
166 (18.4)
326 (36.2)
124 (13.8)
46 (5.1)
40 (4.4)

20 (16.4)
2 (1.6)
1 (0.8)
13 (10.7)
44 (36.1)
21 (17.2)
15 (12.3)
6 (4.9)

<0.01

% core involvement at worst 
Gleason grade group, median 
(IQR)

15.0  
(5.0–40.0)

33.8  
(5.0–70.0)

<0.01

Maximum % core involvement, 
median (IQR)

20.0  
(5.0–50.0)

40.0  
(5.0–75.0)

<0.01

Gleason grade group at most 
involved core, n (%)

Normal
HGPIN
ASAP
Grade group 1
Grade group 2
Grade group 3
Grade group 4
Grade group 5

183 (20.3)
11 (1.2)
6 (0.7)
208 (23.1)
320 (35.6)
108 (12.0)
32 (3.6)
32 (3.6)

23 (18.9)
0 (0)
0 (0)
22 (18.0)
42 (34.4)
21 (17.2)
9 (7.4)
5 (4.1)

0.03

Base finding, n (%)
Normal
HGPIN
ASAP
Grade group 1
Grade group 2
Grade group 3
Grade group 4
Grade group 5

407 (45.2)
52 (5.8)
14 (1.6)
127 (14.1)
180 (20.0)
66 (7.3)
25 (2.8)
29 (3.2)

51 (41.8)
5 (4.1)
2 (1.6)
16 (13.1)
27 (22.1)
7 (5.7)
9 (7.4)
5 (4.1)

0.21

ASAP: atypical small acinar proliferation; DRE: digital rectal exam; HGPIN: high-grade 
prostatic intraepithelial neoplasia; IQR: interquartile range; PSA: prostate-specific antigen; 
SD: standard deviation; ssEPE: side-specific extraprostatic extension; TRUS: transrectal 
ultrasound; TRUS: transrectal ultrasound.

Table 1 (cont’d). Clinicopathological characteristics of the 
study population

Training 
cohort

Testing 
cohort

p

Base % positive cores, mean 
(SD)

35.1 (41.9) 47.1 (46.9) 0.02

Base % core involvement, 
mean (SD)

13.1 (22.3) 24.5 (33.9) 0.01

Mid finding, n (%)
Normal
HGPIN
ASAP
Grade group 1
Grade group 2
Grade group 3
Grade group 4
Grade group 5

354 (39.3)
33 (3.7)
16 (1.8)
164 (18.2)
219 (24.3)
75 (8.3)
19 (2.1)
20 (2.2)

42 (34.4)
2 (1.6)
3 (2.5)
18 (14.8)
36 (29.5)
12 (9.8)
7 (5.7)
2 (1.6)

0.07

Mid % positive cores, mean 
(SD)

44.5 (43.7) 52.1 (45.4) 0.08

Mid % core involvement, mean 
(SD)

15.3 (22.8) 25.3 (31.1) <0.01

Apex finding, n (%)
Normal
HGPIN
ASAP
Grade group 1
Grade group 2
Grade group 3
Grade group 4
Grade group 5

471 (52.3)
25 (2.8)
23 (2.6)
150 (16.7)
145 (16.1)
54 (6.0)
18 (2.0)
14 (1.6)

48 (39.3)
7 (5.7)
7 (5.7)
12 (9.8)
23 (18.9)
16 (13.1)
7 (5.7)
2 (1.6)

<0.01

Apex % positive cores, mean 
(SD)

39.9 (47.6) 47.5 (50.1) 0.12

Apex % core involvement, 
mean (SD)

13.2 (22.9) 23.1 (32.1) 0.01

Transition zone finding, n (%)
Normal
HGPIN
ASAP
Grade group 1
Grade group 2
Grade group 3
Grade group 4
Grade group 5

609 (67.7)
18 (2.0)
8 (0.9)
86 (9.6)
116 (12.9)
38 (4.2)
18 (2.0)
7 (0.8)

58 (47.5)
4 (3.3)
7 (5.7)
12 (9.8)
19 (15.6)
12 (9.8)
8 (6.6)
2 (1.6)

<0.01

Transition zone % positive 
cores, mean (SD)

28.7 (44.8) 42.6 (49.7) <0.01

Transition zone % core 
involvement, mean (SD)

8.8 (19.6) 21.4 (31.9) <0.01

ssEPE, n (%) 276 (30.7) 51 (41.8) 0.01
ASAP: atypical small acinar proliferation; DRE: digital rectal exam; HGPIN: high-grade 
prostatic intraepithelial neoplasia; IQR: interquartile range; PSA: prostate-specific antigen; 
SD: standard deviation; ssEPE: side-specific extraprostatic extension; TRUS: transrectal 
ultrasound; TRUS: transrectal ultrasound.
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reported AUROC of 0.74.3 The ML model achieved the high-
est AUROC and AUPRC in both cohorts. The ML model was 
well-calibrated for predicted probabilities from 0-40%, while 
overestimating risk of ssEPE above 40% probability in the 
testing cohort (Figure 2A). When stratified based on age, insti-
tution, and D’Amico risk classification, the ML model had 
the highest performance and demonstrated fairness across 
all subgroups (Supplementary Table 4; available at cuaj.ca).

Clinical utility

Threshold probabilities from 10–30% were deemed the most 
clinically relevant for consideration of nerve-sparing.5 At this 
range, all models had similar sensitivities; however, the ML 
model generally achieved the highest specificity, positive, 
and negative predictive values (Table 3).

On decision curve analysis, the ML model achieved the 
highest net benefit across these thresholds (Figure 2B). This 
means that for every 100 cases, one (baseline), eight (LR), 
and 14 (ML) more patients can safely undergo ipsilateral 
nerve-sparing at a threshold probability of 15% compared 
to a “treat all” strategy. When the 15% cutoff was applied to 
each model on the combined training and testing cohorts, 
195 (baseline: 28%), 257 (LR: 37%), and 308 (ML: 44%) 
out of 695 non-ssEPE cases were below the cutoff and thus 
nerve-sparing can be safely considered.

Understanding the ML model

Feature importance rankings demonstrated that PSA, max-
imum % core involvement, and perineural invasion were the 
three most important features in the ML model to predict 
ssEPE (Figure 3).

The individual impact of each feature on probability of 
ssEPE is shown in Figure 4. These plots reveal the com-
plex relationships that were captured by the ML model. An 
approximate linear association was observed for maximum 
% core involvement and % Gleason pattern 4/5. PSA exhib-
its a logarithmic relationship in which the probability of 
ssEPE rises sharply at low values but remains relatively stable 
beyond PSA of 10.

Discussion

As novel ML applications continue to be adopted in urology,15 
there is growing need to better understand these “black box” 
models to validate their safety, reliability, and use in appro-
priate clinical contexts. We demonstrated that addition of a 
few readily available biopsy features using a ML approach 
can further improve predictions. By incorporating the com-
plete clinicopathological profile, our model is better able to 
capture the patient’s specific tumor burden and generate a 
unique ssEPE signature for personalized treatment planning. 
Our model was adequately powered and outperformed the 

Table 3. Performance metrics for the ML, LR, and baseline models per threshold cutoff using the combined training and 
testing cohorts

Cutoff (%) Sensitivity Specificity Positive predictive value Negative predictive value

Baseline LR ML Baseline LR ML Baseline LR ML Baseline LR ML
10.0 0.97 0.98 0.94 0.06 0.13 0.29 0.33 0.35 0.38 0.79 0.92 0.91

12.5 0.93 0.95 0.92 0.19 0.26 0.39 0.35 0.38 0.42 0.84 0.92 0.91

15.0 0.90 0.91 0.91 0.28 0.37 0.44 0.37 0.40 0.43 0.86 0.90 0.91

17.5 0.86 0.87 0.86 0.37 0.47 0.53 0.39 0.44 0.46 0.85 0.89 0.89

20.0 0.82 0.82 0.83 0.47 0.52 0.60 0.42 0.45 0.49 0.85 0.86 0.89

22.5 0.79 0.80 0.82 0.54 0.58 0.65 0.44 0.47 0.53 0.84 0.86 0.88

25.0 0.76 0.76 0.78 0.60 0.63 0.68 0.47 0.50 0.54 0.84 0.85 0.87

27.5 0.74 0.72 0.76 0.66 0.68 0.72 0.51 0.51 0.56 0.84 0.84 0.86

30.0 0.71 0.68 0.72 0.69 0.72 0.74 0.52 0.53 0.57 0.84 0.83 0.85
LR: logistic regression; ML: machine learning.

Table 2. Performance metrics of the ML, LR, and baseline models on the training and testing cohorts

Predictive models p for pairwise comparisons

Baseline LR ML LR vs. 
baseline

ML vs. 
baseline

ML vs. LR

Training cohort (stratified 
tenfold cross-validation)

AUROC (95% CI) 0.74 (0.70–0.77) 0.78 (0.74–0.81) 0.81 (0.77–0.83) <0.01 <0.01 <0.01

AUPRC (95% CI) 0.59 (0.53–0.66) 0.64 (0.58–0.70) 0.69 (0.63–0.74) <0.01 < 0.01 <0.01

Testing cohort AUROC (95% CI) 0.75 (0.66–0.83) 0.76 (0.67–0.84) 0.81 (0.73–0.88) 0.40 0.01 <0.01

AUPRC (95% CI) 0.70 (0.59–0.81) 0.75 (0.65–0.85) 0.78 (0.67–0.87) 0.02 <0.01 0.08
The confidence intervals and p-values for pairwise comparisons were calculated using 10 000 bootstrap replications. AUROC: area under the receiver-operating-characteristic curve; AUPRC: 
area under the precision-recall curve; CI: confidence interval; LR: logistic regression; ML: machine learning. 
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baseline and LR models with respect 
to diagnostic accuracy, calibration, 
and clinical utility. Furthermore, our 
ML model was comparable to newer, 
validated models incorporating MRI 
findings (Martini AUROC: 0.68–
0.78,16-18 Soeterik AUROC: 0.77–
0.835) despite using just clinicopatho-
logical features (Supplementary Table 
5; available at cuaj.ca). A particular 
strength of our model is the ability 
to identify more candidates who can 
safely undergo nerve-sparing without 
sacrificing sensitivity.

These improvements can be 
attributed to the addition of clin-
ically relevant biopsy features and 
model selection, as evidenced by 
incremental performance gains 

Figure 2. (A) Calibration curves for the ML (black solid), LR (black dotted), and baseline (black dashed) models on stratified tenfold cross-validation of the training cohort 
and the testing cohort. A perfectly calibrated model corresponds to a 45-degree line. If the calibration curve is above the reference line, it underestimates the risk of 
ssEPE, which may lead to undertreatment (i.e., risk of positive surgical margins). However, if a calibration curve is below the reference line, it overestimates the risk of 
ssEPE, which may lead to overtreatment (i.e., patient gets unnecessarily treated with a non-nerve-sparing approach). (B) Net benefit of the ML, LR, and baseline models 
using decision curve analysis on the combined training and testing cohorts. The gain in appropriate ipsilateral nerve-sparing per 100 cases compared to a “treat all” 
strategy is shown for threshold probabilities from 10–30%. LR: logistic regression; ML: machine learning; ssEPE: side-specific extraprostatic extension.
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Figure 3. Feature importance rankings of the ML model based on the average impact on probability of ssEPE. 
ML: machine learning; PSA: prostate-specific antigen; ssEPE: side-specific extraprostatic extension.
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from the baseline, LR, to ML models. Compared to previ-
ous models, this is the first study to incorporate quantitative 
% Gleason pattern 4/5, perineural invasion, and site-specific 
features to predict ssEPE. The prognostic value of the former 
two features have been well-described.19-21 Inclusion of site-
specific features reinforces the role of tumor location as an 
important predictor of ssEPE.22 Base % core involvement 
was the highest-ranked site-specific feature and base find-
ings was ranked above worst Gleason grade goup. These 
results extend previous findings that a positive basal core is 
an independent predictor of ssEPE.22,23 Tumor involvement 
in the transition zone and mid-gland are likely surrogate 
measures of overall tumor burden.24 Post-hoc analysis of 
the combined cohorts revealed that 214/317 transition zone 
(68%) and 364/575 mid-gland (63%) biopsies with positive 
cores had contiguous tumor involvement in the basal cores 
(p<0.01), which has been shown to be associated with EPE 
when compared to isolated positive cores.25 With respect to 
model selection, the performance gain from LR to ML may 
be attributed to the ML model’s ability to learn non-linear 
relationships between features and label. XGBoost have 
been shown to perform favorably compared to regression-
based and other ML models in other clinical applications.8,26

XAI enables clinicians to assess whether model predictions 
are aligned with clinical intuition. To demonstrate how to inter-
pret the ML model and highlight the benefits of explainabil-
ity, consider the case of a patient that did not have ssEPE on 
histopathological review (Figure 5). The baseline and LR model 

predicted a 35% and 19% probability of ssEPE, respectively, 
compared to 9% by the ML model. Using a cutoff of 15%, this 
patient would have been appropriately recommended a nerve-
sparing approach using the ML model. Figure 5A provides an 
at-a-glance view for an individual patient by highlighting per-
tinent features that are predominantly driving this prediction. 
Through this representation, one can appreciate that young 
age, low % Gleason pattern 4/5, and grade group 1 disease 
in the basal cores outweigh the risk of ssEPE from presence 
of perineural invasion. Figure 5B presents an in-depth view of 
the same case by demonstrating the additive effects of each 
feature included in the ML model. Through this representation, 
one can identify patient-specific positive and negative factors 
based on their unique clinicopathological profile.

Finally, our ML model is accessible in that it leverages 
features that are part of the standard diagnostic workup for 
localized prostate cancer and does not require additional 
specialized investigations that are often limited to academic 
centers. This broadens the applicability of our model to the 
Canadian population regardless of whether they are man-
aged at community or academic settings. Our model can 
be accessed at https://share.streamlit.io/jcckwong/ssepe/
main/ssEPE_V2.py.

Limitations

Despite the strengths of this study, several limitations must 
be acknowledged. 

Figure 4. Partial dependence plots showing the change in probability of ssEPE across all values for each feature. Each data point represents an individual case, 
while histograms on each plot show the distribution of values for that feature. The overall trend for each plot is depicted by the red line. ASAP: atypical small acinar 
proliferation; GGG: Gleason grade group; HGPIN: high-grade prostatic intraepithelial neoplasia.
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Firstly, MRI features were not included, as only a small 
number of patients in our cohort received preoperative MRI. 
However, use of MRI has not been shown to reduce posi-
tive surgical margin rates at prostatectomy27 and has poor 
sensitivity in detecting microscopic EPE (sensitivity ~0.57).28 
With the adoption of Prostate Imaging Reporting and Data 
System (PI-RADS) v2, future work will aim to incorporate 
findings as MRI becomes routinely used in the preoperative 
setting in Canada. 

Secondly, our model can be further strengthened with 
additional external validation using diverse patient cohorts. 

Thirdly, sampling bias may have been introduced, as 
patients with incomplete records were excluded, mostly 
due to missing site-specific data from prostate biopsies done 
outside of our institutions. However, only a small proportion 
(11%) of patients from the training cohort were excluded. 

Furthermore, our model cannot be applied to patients 
who received neoadjuvant treatment prior to prostatectomy. 

From a ML perspective, SHAP is a post-hoc explainability 
method that is not without limitations, particularly due to 
issues with consistency and uncertainty.29,30 Explainability at 
the individual patient level using XAI is still actively being 
investigated. Therefore, while XAI can provide us with some 
insight to better understand the ML model, these explana-
tions should not be accepted as the ground truth. 

Finally, the reproducibility of ML models has recently 
been scrutinized due to a lack of standardized methodology 
and reporting of results.31 To address this, we adhered to 
a systematic approach based on the STREAM-URO frame-
work9 to describe the ML methodology used in this study to 
ensure transparency, reliability, and interpretability of results.

Figure 5. Probability of ssEPE for an individual case explained using feature contributions. This case was predicted to have a 35% and 19% probability of ssEPE 
based on the baseline and LR model, respectively, but did not demonstrate ssEPE on pathological review. (A) This plot highlights the most influential features on the 
final prediction. Features in grey increase the probability of ssEPE (push to the right), while those in black decrease the probability (push to the left). (B) Detailed plot 
showing the cumulative effects of all contributing features. Moving from the bottom to the top of the plot, the effect of each feature is added by increasing order of 
impact to generate the final probability of 9% for the ML model. Patient-specific feature input values are indicated on the left. For perineural invasion, the value of 1 was 
coded for “presence of perineural invasion.” For base findings, the value of 3 corresponds to Gleason grade group 1. For “Worst Gleason grade group,” the value of 4 
corresponds to Gleason grade group 2. LR: logistic regression; ML: machine learning; PSA: prostate-specific antigen; ssEPE: side-specific extraprostatic extension.
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Conclusions

In the present study, we developed and validated a novel 
ssEPE prediction tool using ML. We illustrated how XAI can 
be applied to help unlock these “black box” ML models. To 
highlight the clinical utility of our model, we demonstrated 
how our model is able to identify more patients who can 
safely undergo nerve-sparing prostatectomy compared to 
current predictive models. We have developed a simple, 
online tool to enable clinicians without prior ML experience 
to assess ssEPE risk. These efforts may help provide more 
personalized counselling and surgical planning for patients.
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