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In their article, Goldenberg et al set out to answer an 
important question in surgical education: Can we assess 
technical performance in the operating room to predict 

clinical outcomes?
The authors compared assessments by expert raters (robot-

ic and open surgeons) and those from lay people from the 
Crowd-Sourced Assessment of Technical Skills (C-SATS)1,2

group with regard to experienced surgeons’ technical abil-
ity during a robotic-assisted radical cystectomy. The authors 
prepared short video segments (60 seconds) showing mobil-
ization of the ureter, ureteral preparation for the anastomosis, 
and the ureteral-ileal anastomosis from nine (out of a potential 
102) cases that resulted in clinically significant postopera-
tive uretero-ileal strictures (UIS) (10 strictures in total). They 
compared these to video segments showing the same steps 
from eight control cases that did not result in UIS. Of note, 
the control group consisted of the same patients, but the video 
was of the procedure on the contralateral ureter that did not 
develop a stricture. Five content experts rated each step on a 
five-item dichotomous (yes/no) questionnaire developed for 
this study. The questionnaire assessed perceived risk for UIS 
during each step and overall. The C-SATS group (2142 lay 
people) used the Global Evaluative Assessment of Robotic 
Skills (GEARS) global rating scale to assess the videos. Both 
the authors and the C-SATS workers found there was no asso-
ciation between the experts’ scores and UIS. 

The authors have taken on an ambitious task of trying to 
predict a clinical outcome based on surgical performance. 
Great gains have been made in technical skills assessment; 
however, the majority of the literature has reported on sur-
gical performance in the ex-vivo operative environment 
(i.e., surgical simulation laboratories). To date, largely due 
to ethical issues, there has been a paucity of studies that 
evaluate intraoperative assessment. As academic surgeons 
in urology, we owe it to our trainees, and more importantly 
to our patients, to further improve surgical performance and 
ultimately clinical outcomes. 

Limitations of this study were clearly pointed out: the 
small sample size and that the non-validated assessment 
tool and GEARS may not be sensitive enough to identify the 
nuances of the specific steps identified as being critical in 
avoiding UIS. Developing a tool (or even adapting a previ-
ously validated metric) to capture the nuances of a surgical 
step is paramount in seeking a valid and reliable intraopera-
tive assessment.

I also suspect, as we start assessing more complex proced-
ures, it will become more inherent that the raters are properly 
trained to use the given assessment tool. The notion of being 
able to incorporate crowd-sourcing into assessment of intrao-
perative videos of residents at different levels of training, or 
even staff still in the learning curve of a specific type of case, is 
very appealing. Crowd-sourcing may be suitable for assessing 
basic skills, such a laparoscopic skills, and sensitive enough to 
discern between novice and expert performance;1 however, I 
postulate that in assessment, especially when it comes to high-
stakes assessment, an expert’s knowledge of the procedure and 
understanding of the nuances will play a critical role.

Focusing ongoing research in assessment of surgical per-
formance in the high-stakes operating room environment is 
a direction we as academics must seek. There is much to be 
desired when it comes to the development, validation, and 
use of rating tools and the selection and training of asses-
sors. Moving forward, I believe we will be seeing important 
developments in this area, as medical education continues 
to evolve toward meeting greater societal expectations and 
assessing trainees’ surgical competency. 
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